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Abstract—Edge computing is a computing paradigm that can
bring practical value to most modern enterprises. When it is
integrated into the Internet of Things system, it can improve the
QoS of mobile applications, and can realize real-time
management of the generated big data.5G promotes the
development of the edge computing paradigm further, and
mobile users can obtain low-latency and high-speed access QoS.
In this paper, we study the resource allocation method of edge
servers in the MEC environment. We are absorbed in solving the
problem of allocation of limited resources in the MEC system,
such as computing resources and available bandwidth, with the
goal of maximizing the average resource utilization and task
processing capacity of edge servers in the MEC system, while
considering some differential processing for delay-sensitive
applications, describe this resource allocation problem as a
Finite-state Markov Decision Process (FMDP), and consider the
continuity of the user state, and design a new Edge Computing
Resource Allocation Algorithm based on Deep Deterministic
Policy Gradient (ECRAA-DDPG)to find the optimal strategy for
resource allocation. Finally, a large number of experiments are
used to prove the performance of the new algorithm, and the
experimental results show that the method can make the optimal
decision in a real environment.

Keywords—computing paradigm, MEC, resource allocation,
deep reinforcement learning

I. INTRODUCTION

Edge computing can be called a promising computing
paradigm because it can accelerate almost all mainstream
mobile applications (such as facial recognition, etc.). In
realistic applications, edge computing is generally integrated
into the IoT platform. In an edge computing environment, a
base station is equipped with a certain amount of computing
resources and can provide computing services for mobile users
within the service range. When a large amount of data that
needs to be processed in the IoT device, in order to ensure low
latency, the great quantity of data generated can be offloaded to
the "edge" of the network for computing processing[1-12]. The
edge computing paradigm is not to process data in the long-
range central cloud, instead, it makes full use of locality to
bring data storage and computing resource closer to the
equipment or data source that needs it most [13-21]. If edge

computing and 5G technology are integrated, many
applications will exhibit unprecedented low latency and high
access speed. Through this paradigm in the Internet of Things,
for tasks that are delay-sensitive or have a long waiting time,
edge applications will significantly improve when executing
tasks, making some applications that perform poorly (Such as
online games, etc.) on traditional cloud platforms feasible.

Recently, Mobile Edge Computing has been introduced to
improve the QoS of IoT systems[23-35]. This technology
deploys computing resources closer to user devices, and can
provide computing and storage services in the Radio Access
Network (RAN) adjacent to the user devices. Some
applications and services of the central cloud can be run in the
MEC server, which not only greatly shortens the service delay
of the system, but also reduces the burden of the Backhaul. In a
certain sense, it can also improve the security of the IoT system.

Although the communication delay of MEC platform is
significantly shorter than that of cloud computing platform, the
computing capability, available bandwidth and other resources
of its edge server are a little lower than those of the latter. Due
to the constraints of limited resources, on the one hand, it is
judged from the perspective of users, when many users request
allocation, the close edge server cannot provide services for all
users, and many tasks will be queued in the server, which will
reduce QoS; on the other hand, judging from the perspective of
edge servers, there is no superior resource allocation strategy
(such as users requesting too many or too few resources, and
some servers are idle for a long time) will waste a lot of edge
computing platform energy[36-40]. Therefore, it is necessary
to propose a reasonable resource allocation strategy for the
edge computing platform to improve the resource utilization of
the server.

Consequently, we regard the dynamic allocation of server
resources in the edge computing platform as an important
challenge. In this paper, we are devoted to improving the
resource utilization of edge servers and reducing server energy
consumption. In response to the above challenges, we propose
a new resource allocation method of edge computing based on
deep reinforcement learning mechanism. The main
contributions of this paper are as follows:

Determining the offloading server for each user belongs
to a discrete variable problem, and the allocation of
resources is a continuous variable problem. We group
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the users' states, so we describe this problem as a
FMDP.

We have formulate state information, behavior
information, and reward function in the strategy. In
addition, in order to make the strategy performance
closer to the real environment, we also designed a series
of continuous action, and thus proposed ECRAA-
DDPG.

In this method, in order to avoid a local optimal strategy
in the system, we add an experience replay to the
method so that the method can find the global optimal
strategy as soon as possible.

II. RELATED WORKS

In the MEC system, a reasonable resource allocation
method can effectively improve the resource utilization of the
whole edge servers and reduce unnecessary energy
consumption in the system. Now the academic and industrial
circles have made a lot of innovation and improvement on the
resource allocation method of MEC system. In [41], by solving
the problem of edge server placement to overcome the limited
resources and bandwidth bottlenecks of the device, firstly, the
k-means algorithm was used to group the edge servers to
balance the workload of MEC system, and then the mixed
integer quadratic programming algorithm was used to further
optimize the specific location of the server. Q. Peng et al. [42]
combined user mobility and proposed an online decision
allocation algorithm that supports mobile perception and
dynamic migration to improve user resource utilization, but
only a single application was considered in the experiment.
The competition between multiple applications was not
considered. You et al. [43] described the optimal resource
allocation method as a non-convex mixed integer problem in
the MEC platform, and defined it as an average offload priority
function, thus proposing an energy-saving resource allocation
scheme.

For problems that require continuous decision-making,
Markov decision process (MDP) can be used as a
representative theory to describe such problems.

Reinforcement learning mechanisms can be used to solve the
stochastic optimization difficulties described as MDP problems.
In an environment that is difficult for us to predict, the agent of
reinforcement learning can interact with the future environment
and continuously learn to find the best strategy [44]. In [22],
the computational offloading problem of multiple IOT devices
was established as an evolutionary game model, analyzed the
evolution process of IoT devices using replication dynamics,
and designed an evolutionary game algorithm based on
reinforcement learning. In [45], a reinforcement learning
framework was used to optimize the computational offloading
and resource allocation problems, Liu et al. proposed the ε -
greedy Q learning method to minimize the weighted cost of
delay and energy. In [46], the Double-Dueling DQN algorithm
is proposed to provide resource allocation strategies in the
Internet of Vehicles system, including network optimization,
cache and computing resources. In [47], focuses on reducing
the cost of task scheduling delay in edge computing networks,
and uses Asynchronous Advantage Actor-Critic strategy
(CECS-A3C) to optimize the scheduling difficulties of edge
collaboration.

III. MODEL DESCRIPTION

A. System Model
In this paper, we are considering an in-vehicle network

scenario with a single cellular network, as shown in left side of
Fig. 1 shows the network topology in the case of vehicle-to-
vehicle (V2V) communication at the intersection, and right
side of Fig. 1 shows a vehicle-to-infrastructure (V2I)
communication scene when vehicle are driving on a straight
road. The system is composed of vehicle nodes, Road Side
Units and MEC servers. Among them, the vehicle node mainly
has three modules: on-board unit, GPS and wireless
communication. The vehicle-mounted unit mainly executes
some simple computing tasks, the GPS can share the location
of the vehicle node, and the vehicle node communicates with
nearby vehicles or roadside units through wireless
communication. The Road Side Unit is arranged on the
roadside and is mainly used to communicate with the vehicle-
mounted unit.y ppppp

Fig. 1. System model example
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What we consider is the multi-edge server resource
allocation scenario of multi-user nodes, {1,2,3 ..., }M m， User
Devices (UDs), {1,2,3 ..., }E e， edge server nodes, These
servers are equipped with limited bandwidth B Hz（ ）and have
limited parallel computing capabilities ( )F Hz ,

{1,2,3 ..., }N n， channels. The user equipment is only equipped
with a single cellular network, so the user equipment can only
connect to one channel at the same time. The user devices
using the same channel may cause inter-channel interference,
and each user device can only select one MEC server to
perform tasks at the same time.

Suppose there are {1,2,3 ..., }K k， heterogeneous tasks; each
task k K has two parameters, ( )kd Hz represents the computing
resources to be requested by this task, kb byte（ ）indicates how
much data needs to be entered. The information of the user
device m connecting to the edge server e at time t can be
expressed as:

0, if user  is not allocated in 
( , if uesr  connects to server  in 

t
m

k k

m t
Q

d b m e t

t
meY represents the Boolean variable of whether the user

device m is connected to the edge server e at time t , the
formula is as follows:

0, if user  is not in 
1, otherwise

t
me

m t
Y

Some computing tasks have higher popularity (such as
rendering scenes in VR), these tasks will be requested multiple
times and will be run multiple times, so we assume that the
number of user devices exceeds the number of tasks ( )m k .

,t mk K represents the m-th UDs requesting tasks at time t ,
,1 ,[ , ..., ]Tt t t Nk k k represents the task request vector of all user

devices. The popularity ,k tp of each task follows the Zipf
distribution, task popularity vector model 1, ,[ , ..., ]Tt t k tp p p ,
suppose the popularity ,k tz K of task k at time t , the
corresponding task popularity can be expressed as:

,

,

 k,t

1

k t

l t

K

l

z

z

Among them, 0 in the Zipf distribution can show the
popularity of the task. When 0 , it means that all tasks have
the same popularity. The greater the difference between tasks,
the greater the difference between the popularity of tasks.

MEC platform computing resource allocation vector
1, ,[ , ..., ]Tt t m tf f f , the total allocation of computing resources

cannot exceed the computing resources of the edge server,
namely:

, ,
1
1( 0 ) ,

m
t
ie t i t i t

i
Y k k f F t T

Among them, " ∨ " stands for logical "or" operation.
T represents the collection from the first to the now. 1 x（ ）is an
indicator function, if the event is true, then 1 1x（ ） , otherwise
it is 0.

Therefore, the resource utilization of edge server e before
the time t is expressed as follows:

0

0 ,

m
t
meT

T m
e

t m t

Y

f

Definition 1: eC represents the energy consumption of all
edge servers to execute computing tasks, and eC mainly
includes two aspects: a) energy consumption eCL for edge
server operation; Data transfer energy consumption eCM
between UDs and edge servers, here we only consider the
energy consumption of the device to transmit data to the edge
server without considering the energy consumption of the
device to receive the returned data.

Execution energy consumption eCL of all edge servers is as
follows:

e e t
t T e E

CL δ f

Where eδ represents the energy consumption coefficient of
each CPU cycle, which can be obtained by the method in [48].

Data transmission energy consumption eCM between user
equipment and edge server is as follows:

,
2

2
,

1,

log (1 )

k
e e

e e n
e

i i n
i i e

bCM P
P G

B
PG

Where B represents the bandwidth of the channel,
eP represents the transmission power, ,e nG represents the

channel gain, 2 represents the thermal noise power of the

channel, and ,
1,

e

i i n
i i e

PG represents the interference of other
devices on the same channel.

Therefore, we can conclude that the total energy
consumption of edge servers in the MEC platform is:

,
2

2
,

1,

log (1 )

t k
e me e

e E m M e e n
e

i i n
i i e

e t
t T e E

bC Y P
P G

B
PG

f
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We aim to maximize the average resource utilization and
task processing capacity of edge servers in the MEC system,
and the optimal allocation strategy 1O can be expressed as
follows:

1 1 2

1
1

2,, , ,

: ( , )

. . 1: , {0,1},
     2 : (4)
     3 : ( ) ( )
     4 : ,

e
T
j

j
e

k tk t k t k t

O MAX C
e

s t C UDm n
C
C priority priority
C m M n N

Among them, the constraint 1C represents that each user
can connect to at most one channel at a time of selection.
Constraint 2C means that the total computing resources
allocated cannot exceed the computing resources of the edge
server. Constraint 3C means that task 1k is executed first than

2k .

It is worth mentioning that in the real MEC environment,
describing the complete mathematical model of 1O is not an
optimal solution. In addition, 1O is a mixed-integer nonlinear
programming, and it is difficult to solve with a large number of
statistical distributions. An online strategy can be designed to
solve this type of problem, allowing the environment and the
system to interact in real time to implement a resource
allocation plan. Therefore, we propose a new method based on
deep reinforcement learning mechanism to find the optimal
solution, instead of the traditional optimization method to solve
the NP-hard (Non-deterministic Polynomial-hard) problem.

B. Problem Transformation
The above problems have Markov properties, that is, they

can replace the current state after implicit evolution in the
future, and the historical state and the current state are
relatively independent, so we describe it as FMDP. A typical
DFMDP is represented by a tuple ( , , , )S A p r , where S is a
small number of state spaces, A is a small number of action
spaces, p is the transition probability from state ( )s s S to
state '( ' )s s S after performing action  (  )a a A , and r is the
real-time reward obtained after performing action  (  )a a A . In
this paper, we need to find a deterministic strategy , which
can map a state to a specified action, namely : S A .

We regard the edge server as the environment, and the level
management of the edge server plays the role of an agent. This
agent continuously executes decisions and interacts with the
environment. In the resource allocation of MEC discussed in
this paper, the states message of the task requested by the user
is regarded as the states, and regard scheduling tasks or
adjusting computing resources as actions, which are executed
by the agent based on policy. The action of the agent generates
reward feedback in the environment. The agent select policy to
enter a new state according to the current state, reward and the
environment. This policy is in principle to increase the
probability of the agent getting a higher reward. Here we have
designed the reward feedback to be consistent with the

optimization goal. For the system in this study, we define the
state space, action space, state transition and reward functions
respectively:

1) State space
Definition 2: State s S describes the state information of

mobile edge applications deployed on the MEC system,
expressed as follows:

{ ( , , )}t
meS s s K N Y

Among them, K is the set of all tasks that need to be
processed, and N is the set of all channels. t

meY represents the
connection status between device m and the edge server.
Because of the difference of user devices, K and N in the state
are uncertain. At each moment, channel N is estimated based
on channel reciprocity to estimate the future uplink
transmission, and K is directly transmitted to the edge server
through the channel. Therefore, the dimension of the vector in
the state space is k nm .

Algorithm 1 Resource allocation state initialization
1:InPuts: Number of user equipment, number of edge servers, computing
resources of edge servers, etc.
2:for i=1 to E do
3: Count edge server computing resources;
4: for j=1 to Total number of connections between edge servers do
5: Statistics of available bandwidth;
6: for k=1 to M do
7: Count the user's initial location and connection information
(disconnected by default);
8:Return state set s;

2) Action space
According to the current state s , the agent will choose

action a on the basis of decision 1O , we have:

1{ ( )}A a a O

When the number of UDs is large, the action space will
also become complicated. Therefore, the policy decision of the
action space is the focus and difficulty of this problem.

3) State transition
This process is a mapping from a state to an action ,S A（ ）.

When a state ( , , )t
mes K N Y executes decision 1O at time t , an

action   a A will be selected to transform the state into a
subsequent state ( , , )t

mes K N Y , that is, as s .

4) Reward function
When the agent takes an action a by observing a specific

state s , it will immediately get a reward signal r . Our goal is
to improve the resource utilization of edge servers and reduce
server energy consumption. Therefore, the reward function tr
is defined as:
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e ,
2

2
,

1,

( , )

( )
log (1 )

t t t

t t k
e c me e

e ne E m M
e

i i n
i i e

e t
e E

r R s a
bY P PG

B
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f  

Where represents the weight parameter of resource
utilization in the system, and c represents the weight
parameter of energy consumption in the system.

IV. DESIGN AND IMPLEMENTATION OF ALGORITHM

According to strategy 1O and formula 11, it is confirmed
that the action space A is continuous and discretized, and is a
high-dimensional state space. Therefore, we use Deep
Reinforcement Learning (DRL) to solve this problem. DRL
can be seen as a combination of Deep Neural Network (DNN)
and Reinforcement Learning. The Deep Deterministic Policy
Gradient (DDPG) algorithm uses a combination of policy
gradient and DQN (Deep Q-Learning) advantages [49], which
can solve discrete and continuous problems. In addition,
DDPG updates the model weights at each step, which means
that the algorithm can immediately adapt to the dynamic
environment. Therefore, we can use the DDPG framework to
find the best strategy for this research.

A. Algorithm description
As shown in Fig. 1, the agent in DDPG consists of an actor

network and a critic network, and both of them are
implemented by two DNNs. The two DNNs are the target
network and the evaluation network. For the state input from
the environment, the actor network makes an action decision,
and the critic network uses a Q function to evaluate each set of
state-action mappings. The standard Q function is expressed as
follows:

0
( , ) ( )| , ( ), ( )Q s a r t s s t a a t

Among them, ( )r t represents the real-time reward obtained
by the agent at time t , which is expressed as ( ) tr t r in this
study; is the discount factor in ( )r t .

The parameter vector in the Actor network ( ; )s
function is jointly determined by the actor network and the
critic network. In this study, it is expressed as a specific
strategy from a certain state to a certain action. The Actor
network starts from the J-distribution and uses the chain rule to
obtain the expected benefits to update the network.

Lemma 1: Assuming that .1A is satisfied in the MDP (the
relevant variables are continuous under the parameters S , A ,

's , appendix in [49]), then ( , ; )QQ s a and ( ; )s

exists, and the deterministic policy gradient exists, which is:

, ( | )

, ( )

( , ; ) |

        ( , ; ) | ( ; ) |

k k

k k k

Q
s s a s

Q
s s a s s s

J Q s a

Q s a s

The proof of the above lemma is given in the appendix [49].
At the same time, the update of the Actor network is based on
the above lemma.

Lemma 2: If the approximate function ( , ; )QQ s a matches
a deterministic strategy ( ; )s , that is

, ( )( , ; ) | ( ; ) |k k k
Q

s s a s s sJ Q s a s , then two
conditions need to be met:

a) , ( )
( , ; ) | ( ; ) |k k k

Q T
s s a s s s

Q s a s

b) is to minimize the mean square error,
( , ) s; , ; ,TM SE w s , among them,

, ( ) , ( )
; , ( , ; ) | ( , ; ) |k k k k

Q
s s a s s s a s

s Q s a Q s a .

The above lemma is given in [49].

It is worth mentioning that exploration is an important
challenge for learning in the continuous action space, which
requires that the target value should be updated slowly to
increase learning stability. Therefore, the target network in the
actor network and the critic network cannot be updated too fast
with the learning network.

B. Algorithm design
In summary, we propose a new resource allocation method

of edge computing based on deep reinforcement learning
mechanism, the method is as follows:

Algorithm 2 ECRAA-DDPG
1 : InPuts:Relevant parameters in the system model, namely, the number of

user devices, the number of edge servers, the computing resources of
edge servers, etc.

2 : ECRAA-DDPG related parameters：The number of rounds Dmax, The
time step Tmax in each round, the same playback buffer

B
.

3 : for i in S do
4 : Randomly initialize the weight Q

s of critic network ( , | )s s Q
s sQ S a ;

5 : Randomly initialize the weight s of the actor network ( | )s
s sS ;

6 : Initialize the weight Q Q
s s of the target network sQ ;

7 : Initialize the weight
s s

of target network
s

;

8 : Initialize the playback buffer ( )s
B s S is an empty array;

9 : end for
10: for j=1 to Dmax do
11: According to Algorithm 1, initialize the status information for each
edge task 1 1

s

s S
S S ;

12: for x=1 to Tmax do
13: The edge servers in the MEC system share task information;
14: for i=1 to S do
15: Find the optimal solution for each s according to formulas (10)-

(14);
16: end for
17: end for
18: end for
19: Output: Optimal strategy s

C. Algorithm complexity analysis
In this section, We will discuss the space complexity of the

ECRAA-DDPG algorithm. In this method, we use the S
representation of state space and the A representation of
action space. Therefore, the space complexity of ECRAA-
DDPG algorithm is (| || |)O S A .
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V. SIMULATION RESULTS

In order to verify the performance of our proposed
algorithm, we used Google Tensorflow-2.0.0 to conduct a lot
of experiments, and introduced user mobility data collected by
mobile devices at Seoul Metro Station in South Korea provided
by CRAWDAD, several main parameters of the algorithm are
analyzed for robustness. We compared the proposed ECRAA-
DDPG algorithm with other four baseline strategies, namely
DQN-based decision-making, PCL (Popularity-based Caching
and Local execution), PCO (Popularity-based Caching and full
Offloading), RCOR ( Randomized Caching, Offloading, and
Resource allocation).

A. Parameter setting of real scenario
As shown in Fig. 1, a real vehicle network scenario is

established. The specific parameters are shown in Table Ⅰ and
Table Ⅱ.

TABLE I. EXPERIMENTAL PARAMETERS

Parameter Value
Number of vehicles {5，7，9，11}

Task queue 10
Number of channels 8

Number of edge servers {10，15，20，25，30}
Channel bandwidth 100MHz
Transmission power 0.5W

Computing resources of edge servers {3,5,7,9,11,13}GHz
Vehicle computing resources 0.5GHz

Waiting time {20，50}ms
Task node size [0.2，1]MB
Delay threshold {10，40，100}ms
Energy Density 1.25x10-26J/Cycle

Thermal noise power of the channel 70dBm
Server coverage 500m

TABLE II. ECRAA-DDPG PARAMETERS

Parameter Value
Number of steps per episode 100

Experience buffer pool 20000
Critic network learning rate 0.001
Actor network learning rate 0.0001

B. Experimental results and analysis
We first focus is on the performance of the ECRAA-DDPG

algorithm. In Fig. 2, we show the convergence performance of
our proposed ECRAA-DDPG algorithm under unequal number
of users. As can be seen from the curve in the figure, as the
number of episodes increases, the overall reward of the system
gradually increases, and basically maintains a stable reward
after 100 to 200 rounds. From the comparison of these two sets
of curves, it can be seen that in the initial learning phase, when
there are many users, the ECRAA-DDPG algorithm converges
more slowly than when there are few users, because the
increase in the number of users will increase the dimensions of
the state space and the action space. We proposed ECRAA-
DDPG algorithm needs some time to explore the optimal
strategy.

(a)

(b)
Fig. 2. Algorithm convergence (a) 15 users (b) 30 users

Second, Fig. 3 compares the influence of different
computing resources of edge servers on the average energy
consumption in the system in several methods. It can be seen
from the figure that with the increase of computing power, the
average energy consumption tends to decrease to varying
degrees. PCL has the least downward trend, because this
method manages the fewest user equipment in the MEC
platform. The ECRAA-DDPG algorithm we proposed can
achieve the optimal performance very well. In fact, with the
increase of edge server computing resources, both the ECRAA-
DDPG method and the DQN method can improve the system
energy consumption, but the DQN method will generate a
high-dimensional action space, making the algorithm more
complex.

Fig. 3. Average energy consumption of different computing resources
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Finally, we compared the proposed ECRAA-DDPG
algorithm with the other four baseline strategies from multiple
perspectives. From Figure 4(a), we can conclude that the
decision made by the ECRAA-DDPG algorithm saves about
half of the resources compared to the RCOR decision. Just
because the requested fewer resources are enough to complete
the current task, subsequent tasks are in a short queue. As
shown in Figure 4(b), the average completion time of each task
of the ECRAA-DDPG algorithm is longer, and this side effect
caused by system weighting is minimal and acceptable for
most IOT edge tasks.

(a)

(b)
Fig. 4. (a) Average resource utilization (b) Average completion time of a
single task

VI. CONCLUSION

This paper proposes a new resource allocation method of
edge computing based on deep reinforcement learning
mechanism. According to the characteristics of the resource
allocation problem in edge computing, we describe it as a
FMDP. Based on the idea of deep reinforcement learning, the
DDPG framework is used to achieve the goal of maximizing
the average resource utilization and task processing capacity of
the edge servers in the MEC system, and to avoid local
optimization in the system, we have added an experience pool
to the algorithm. In addition, we have proved the good
performance of the proposed ECRAA-DDPG method through
a large number of experiments.
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